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Abstract

The improvement of the image involves the degraded image processing and the improvement 6fiits visual aspect.\A lot of research has been
done to improve the image. Many research works have been done in this field. @ne among them is edge aware methodology.|Most of the
existing contrast enhancement methods, adjust the tone curve to correct the gontrast of an‘input image but doésn’t work effigiently due to
limited amount of information contained in a single image. In this research, the Deep Edge Contrast Enhancer (DECE) is proposed. By
applying CNN with Edge aware filter technique, the input low contrastfimages are capable to adapthaccording to high“quality enhancement
accordingly over-exposed or underexposed input image. The result@nalysis shows that the developed DECE significantly advantages over
existing methods.
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1. Introduction

In the last decade, we saw a surge.in multimediadcontent generated across the world. With the arrival of digital
equipment like cameras, camicorders, et it became feasibleyfor a large section of the world’s population to
generate such content. Thése,devices have become increasingly popular, especially to improve their performance,
their gradual loss of prices.andytheir integration‘into mobile"phones [1]. In fact, with the increasing mobility of
these devices via mobile phonesy combined withhadvances in low-cost storage, it was possible to capture
multimedia content in the form of images and videos in an instant. The quality of an image are affected due to
several conditions such as by poor illumination, atmospheric condition, wrong lens aperture setting of the camera,
noise, etef[2].°So, such degraded/low exposure images are needed to be enhanced by increasing the brightness as
well a§'its contrastand this can be possible'by the method of image enhancement.

In digital image processing field‘one of the preprocessing technique is image enhancement which generates

improved quality/ofithegimage out.ef the distorted or low enhanced image which shows its efficiency for
applications indmany areas-and human interactions. The image enhancement techniques are divided into two
types, one is spatial techniques and other is frequency domain image enhancement [3,4]. In spatial domain image
enhancement methodelogy, the pixels of an image enhance themselves directly in order to improve the image
quality. Whereas in“frequency domain image enhancement techniques, frequency transformation is performed on
the pixel intensity values for their enhancement. As it is known that due to external atmospheric conditions such
as fog or haze and many settings of camera or quality effects the image quality. So, there is requirement of such
enhancement technique [5].
So, the degraded quality of image is enhanced by enhancing brightness as well as its contrast level. This can be
done by many techniques or methodologies. Many researchers are contributing their efforts in this field as it has
wide applications. The most common approach is to denoise the image by enhancing the pixel intensity as well as
luminosity of an image. Some research work are only intended to enhance image contrast and some are intended
for denoising. But in real time application there is need for such adaptable algorithm that can enhance both
according to the requirements [6-10].
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2. Related Work

Xianghong et al. [1] designed image enhancement algorithm for colored medical images. According to the
algorithm, first of all the two features are extracted i.e. color space and wavelet transform. Input image is sub-
divided and wavelet analysis is performed. The RGB color space is converted into HSV color space and further
calculations are performed and adjust the intensity of the input image and further converted back to RGB color
space.

Verma et al. [2] proposed image enhancement using genetic algorithm because the fitness of the intensity of the
spatial edge of the image. According to the algorithm, input image is sub-divided into sub blocks. According to
the fitness value of the sub-blocks is selected with higher fitness value. PCA is applied for mutation of the genetic
algorithm and outperforms better result.

Khan et al. [3] used DDFB diffusion filter and Hong filter for image enhancement offthe fingerprint images in
order to magnify the minutiae of the fingerprint images. The orientation of the fingerprint is calculated using
multi-scale DDFB. The experimental result shows that this proposed algorithm is more reliable and efficient as
compared to all other algorithms.

Shanmugavadivu et al. [4] designed an image contrast enhancement technique by applying histogr a contrast
enhancement technique using histogram equalization. According temthis proposed technique, the histogram
obtained from image is first of all divided into two parts based“on Qtsu threshold. Further particle swarm
optimization is applied on each part respectively. Each part is sgparately optimized.and finally joined together and
enhance the brightness of the image.

Gorai et al. [5] proposed an image enhancement techniqué using particle swarm-eptimization (PSO) because this
algorithm optimizes the objective function and its parameters. The local and globaliinformation are optimized to
retrieve best options. The intensity of an image argptimized bysapplying this algorithmiintensity transformation
function are obtained as an result from this algorithm. Edge ‘information and entropy are used as an objective
function to be maximized. And finally, scaling, is used to enhancetheiimage quality. The algorithm gives better
performance as compared to other techniques such as histogram equalization, filtering, etc.

Benala et al. [6] proposed an algorithm for magnification and enhancement of an image and termed this algorithm
as ABC optimization algorithm. The result of this optimization is better as’compared to genetic algorithm because
the chance of dropping the local parameter optimization is Iéss as in ABC algorithm. This algorithm improves
the local maxima search ability such that global’maxima will alse be enhanced.

Hanumantharaju et al. [#] designed a technique,by applying particle swarm optimization for enhancement of an
image. Edge information and entropy of an_image is used for enhancement of an image. Particle swarm
optimization is thus used to optimize the parametersfof the techniques such as multiscale retinex, Gaussian
surround space constants, etc. The simulation result shows better performance as compared to these methods
without optimization and this algorithm also givesS better performance as compared to other techniques such as
histogram equalization, filtering, etc.

Zhod et al. [8] proposed an image enhancement technique based on fuzzy logic in which parameters or features
are optimized using genetic algorithm.“In"this technique an image is first of all transformed into spatial domain
and further fuzzy rules are designed’on these domains. Then fuzzy rules are optimized using genetic algorithm.
And lastlythe image is restored“back into image from fuzzy domain using defuzzification and thus enhanced
image is formed. The experimental results shows enhanced performance with respect to existing algorithms.
Malik et al. [10] considered the problem of low light image restoration through joint contrast enhancement and
denoising. Deep convolutional neural networks (CNNs) based on residual learning have been successful in
achieving state of#the art performance in image denoising. However, their application to joint contrast
enhancement and denoising poses challenges owing to the nature of the distortion process involving both loss of
details and noise. Thus, we propose a multiscale learning approach by learning the sub-bands obtained in a
Laplacian pyramid decomposition through a sub-band CNN (SCNN). The enhanced sub-bands at multiple scales
are then combined to obtain the final restored image using a re-composition CNN (ReCNN). We refer to the
overall network involving SCNN and ReCNN as low light restoration network (LLRNet). We show through
extensive experiments based on the ‘See in the Dark’ Dataset that our approach produces better quality restored
images when compared to other contrast enhancement techniques and CNN based approaches.
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3. Methodology

Traditional MEF algorithms are mainly designed at pixel level such that weight map are constructed out of these

pixels and are of same size as that the image is [10].

Therefore, finding the appropriate weight tables is the most important task in this approach. The contributions of

the proposed work are summarized as follows:

1. To build a large scale, multi-exposure dataset that contains low contrast images with different exposure
levels based reference image. It also provides a platform to quantitatively evaluate, at least to some extent,
the performance of different contrast enhancement algorithms.

2. With the constructed dataset, a well designed DECE is trained, which demonstrates significant advantages
over existing method..

In order to gain above mentioned objectives, images are collected with low-exposure image sequences of natural

scenes.

Following Steps are performed while enhancing the contrast of images:

Step 1: Input the low contrast image

Step 2: Generation of Under-exposed Image and Over-exposed Images out of Input Low Contrast, Image and

considered it as Reference Images

Step 3: Extraction of Pixel Component out of low contrast image as'well as from,both reference images

Step 4: Training the proposed CNN network and generate CNNsfeatures with smallest DSS1Mloss fupction

Step 5: Updation of low contrast image pixel intensity as well“as global gradient value according to CNN

features and smoothening with edge aware filtration method.

Step 6: Evaluation of Performance Parameters such as'SSIM,FSIM and PSNR valugs.

The details of all the steps are described as follows:

A. Data Collection

In order to design robust and efficient loW contrast image enhancement technigue, it is required to collect input
images from real-world natural scené. In this research, different image sequences are collected from different
camera and collected as a commen dataset. For creating low contrast image dataset, the exposure value of the
camera are set and collected different sequences®f indeor and outdoor scenes. After collecting the low contrast
input images, under exposed and over exposed images are created by manipulating the exposure value and save
as a reference images.

B. Reference Image Generation

For reference image generation, HDR, algorithm jis'used to generate under exposed and over exposed high
quality referencesimages.

C. Deep Edge Contrast Enhancer (DECE)

The traditional image contrast enhancement techniques is based on histogram equalization which increases the
intensity. value of thewpixels, by_distributing or equalizing the intensity value of image according to the
neighboring pixel values.“This illuminates the intensity value of the low contrast image. However, these
algorithm is not quite efficient to generate high quality image with respect to low contrast images just due to
complex backgroundiintensity values in the natural scene images.

With the constructed dataset, the proposed work will designed a Deep Edge Contrast Enhancer to know and map
a equalization function among low contrast image I(x, y) and its respective reference images Irefunder-exposed (X, Y)
and Irefover-exposed (X, ¥). This work is performed in two step. In first step CNN is used to update the pixel
intensity values and further edge aware filter is used to preserve the edges and its properties, finally enhanced
image is obtained.

D. CNN Network Architecture

The proposed CNN has 5 convolutional layers and 3 fully connected layer which are shown in Figure 2.
i. Conv with 96 filters of size 11*11 with strides 4 are used to generate 96 feature maps

ii. For nonlinearity in network, ReLU (Rectified Linear Unit) is applied.

iii. Max Pooling with 3*3 with stride 2
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iv. Conv with 256 filters of size 5*5 with 1 stride that generate 256 feature maps

V. For nonlinearity in network, ReLU (Rectified Linear Unit) is applied.

Vi. Max Pooling with 3*3 with stride 2

Vii. Conv with 384 filters of size 3*3 with 1 stride that generate 384 feature maps

viii. For nonlinearity in network, ReLU (Rectified Linear Unit) is applied.

iX. Max Pooling with 3*3 with stride 2

X. Conv with 384 filters of size 3*3 with 1 stride that generate 384 feature maps

Xi. For nonlinearity in network, ReLU (Rectified Linear Unit) is applied.

Xii. Conv with 256 filters of size 3*3 with 1 stride that generate 256 feature maps

Xiii. For nonlinearity in network, ReLU (Rectified Linear Unit) is applied.

Xiv. Max Pooling with 3*3 with stride 2

XV. Fully connected layer with 4096 neurons each for adding the operation that{is used to attach the feature
maps.

The basic idea of the CNN architecture is as follows:

i.  Copy convolution layers into different GPUs

ii. Distribute the fully connected layers into different GPUs.

iii. Feed one batch of training data into convolutional layers for every GPUx(Pata Parallel).

iv. Feed the results of convolutional layers into the distributed fully ‘connected layers batch by batch (Model
Parallel) When the last step is done for every GPW. Backpropagate gradients batch by batch and
synchronize the weights of the convolutional layers.

E. Stride Convolution

The feature map generated according to the netwark is reduced by the convolutional operations. Padding is done
to the output images before performing convolutign, as output image has to be oféSame size as that of input
image [5]. But this padding may causefartifact in the input<image. So, this network is designed with
deconvolution layer to make the outputsize be similar to input size. This decopvolution layer not only decreases
the artifacts as well as reduces the computational ‘@verhead by applying filters.

F. Rectified Linear Unit

Rectified Linear Unit (Rel«U) are used“in many CNN architectures as an activation function for the network. In
this activation functiongthe negative co-efficient are replaced with zero value which is represented by the local
features of the input image. The function is represented as:

Oforx<0
fe) ={xforx > 0}
Some ofqthe neurons dropped because they do not contribute to forward passage and do not participate in
backpropagation.<Every time an input is\presented, the neural network analyzes another architecture, but all
these architectures share a common weight. This technique reduces the complex adaptations of neurons because
a neuran cannot relysen.the presence of some other neurons.

The proposed Deep Edge aware contrast enhancer is designed to enhance the contrast of the input image 1(x,y)
with respect to'the reference images by learning the mapping function between the luminance component of the
input low-contrast image”and the luminance component of the under exposed and over exposed reference
images.

During training of the network, the weight functions are updated according to loss function. The loss function
used here is stated as:

n
1 . .
DSSIM(W) = NZ@ — ssim(liy; — H(UL W)))/2
I
Where, SSIM= Structural Similarity

G. Edge Aware Filtering on CNN Weights

After feature extraction of the input low contrast image. The intensity and gradient values are updated. So,
weight is updated in two steps:
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o Infirst step pixel intensities are updated

e Insecond step global gradients are updated

Deep Edge Contrast Enhancer (DECE) process produces weighted average of the processed pixel vector and
performs the “smoothing” operation. The final result is obtained by further applying edge filter for restoring the
sharp edges, corresponding to “edge-aware” processing.

Once CNN weight (CNNwt) is obtained, function is used, together with CNNwt, to apply the Edge-Aware
Filters. It corresponds to the testing pass with the convolutional neural network. For a given image I, we first
transform it into gradient domain and feed it into the network to get the filtered gradients. The final image S is
obtained by solving the reconstruction function with its optimal CNNwt.

By using the deep edge aware filter the proposed methodology is used for enhancing the luminance values of the
pixels of the low contrast image. As the input images is low-contrast that contains bath dark as well as bright
pixel values. By using the CNN network, the low contrast image is enhanced to high contrast image by shifting
the color intensity value. Therefore, the proposed methodology merges the under-exposed, and over-exposed
components and enhance the image and introduce CNN filter to refine it to the respective reference images.

3. Database Description
The Images were collected from different resources such as :

i. VV: This dataset is collected by Vassilios Vonikakis in his daily life to provide the most challenging cases
for enhancement. Each image in the dataset has a part that is correctly exposed and a part that is severely
under/over-exposed. A good enhancement algorithm should enhance the under/overexposed regions while
not affect the correctly exposed one [11].

ii. LIME-data: This dataset contains 10 low-light images used in [12].

iii. NPE3: This dataset contains 85 low-light images downloaded from Internet. NPE-data contains 8 outdoor
nature scene images which are used in [13]. NPE-ex1, NPE-ex2 and NPE-ex3 are three supplementary
datasets including cloudy daytime, daybreak, nightfall and nighttime scenes.

iv. DICMA4: It contains 69 captured images from commercial digital cameras collected by [14].

v. MEF5: This dataset was provided by [15]. It contains 17 high-quality image sequences including natural
sceneries, indoor and outdoor views and man-made architectures. Each image sequence has several multi-
exposure images, we select one of poor-exposed images as input to perform evaluation.

4. Performance Parameters
Inthis research work two performance parameters are used for image quality assessment. These parameters are:
Peak Signal to Noise Ratio(PSNR)

PSNR represents, the degradation of the enhanced image with reference images i.e. under exposed and over
exposed. It is expressed as a decibel scale. Higher the value of PSNR higher the quality of image. PSNR is
represented as:

X=*Y)
MSE

PSNR = 10log10(:

Where,

X and Y are height and width respectively of the image.

MSE= Mean Square Error between enhanced image and reference images
Feature Similarity Index (FSIM)

Feature-similarity (FSIM) index is based on the fact that human visual system (HVS) understands an image
mainly according to its low-level features. Specifically, the phase congruency (PC), which is a dimensionless
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measure of the significance of a local structure, is used as the primary feature in FSIM. The image gradient
magnitude (GM) is employed as the secondary feature in FSIM. PC and GM play complementary roles in
characterizing the image local quality [10].

The feature similarity is calculated as the measurement between f1(x) and f»(x) into two components, each for
PC or GM. First, the similarity measure for PC1(x) and PC,(x) is defined as:

2PC,(x) * PC,(x) + T

PC?(x) + PC2(x)+T

Spe(x) =

Where, S,c = similarity measure for phase congruency

PC,= phase congruency of low contrast image

PC,= phase congruency of reference image

T = A +ve constant to increase the stability of Spc

Similarly, the similarity measure for GM1(x) and GM(x) is defined as:

2GM; (x) * GM,(x)+ T
GM2?(x) + GMX(x) +T

Sem x) =

Where, Sem = similarity measure for gradient magnitude
GM;= gradient magnitude of low contrast image

GM,= gradient magnitude of reference image

T = A positive constant to increase the stability of Sgm
Structural Similarity Index (SSIM)

The structural similarity (SSIM) indéx is a methad for predicting the perceived quality of digital television and
cinematic pictures, as well as_othen kinds of digital images and videos. SSIM is used for measuring the
similarity between two images. The'SSIM index’is a full reference metric; in other words, the measurement or
prediction of image quality is based on<an initial uncompressed or distortion-free image as reference. SSIM is
designed to improve op“traditional methods sueh as peak signal-to-noise ratio (PSNR) and mean squared error
(MSE). The SSIM index is calculated on various windows of an image. The measure between two windows X
and y of common size NxN is:

(zlixliy + Cl)(zo-xy + CZ)

SSIM (x, =
B =2 ezt o+ )

Wheteg; 1,,.= mean of X

Uyf= mean of y

o2 = variance of X

oj= variance of 'y

0y= Co-variance of x and y

¢1 and c; are variablesyto stabilize the division with weak denominator

5. Result Analysis

The experimental result is performed and tested on different exposure images. All these images, are collected
from different resources such as some images are of indoor and some are outdoor, with or without a lighting
fixture. The under exposed as well as overexposed images are created for references.

After result analysis, the proposed method is compared to the existing methods on the basis of image quality
measure such as SSIM and PSNR.

Table | shows some examples of low contrast images and enhanced contrast images that verifies the
effectiveness of the proposed algorithm.
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Table I: A Sequence with Low Contrast and Enhanced Images

Low Contrast Image Enhanced Image

In this sub&Sectiony comparisons with existing work is performed with proposed Deep Edge-Aware Filter on a
static scene. Table Il represents the comparative performance of proposed Deep Edge-Aware Filter with existing
work.

TablenEomparative Performance Evaluation of SSIM and PSNR Values

Techniques SSIM PSNR
Proposed 0.896 18.69
Malik et al. [10] 0.7042 16.12

6. Conclusion

In this research, work is focused on designing of multiple exposure image enhancement technique. For this
dataset is taken with different exposure images. For processing, a high-quality reference image is generated and
used for enhancement of the input low contrast images. Test is also conducted for various input images. The
proposed work developed using Deep Edge contrast enhancer (DECE). By applying this technique, the input low
contrast images are capable to adapt according to high quality enhancement accordingly over-exposed or
underexposed input image. After result analysis, the proposed method is compared to the existing methods on the
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basis of image quality measure such as SSIM, FSIM and PSNR values. It is observed that average SSIM obtained
is 0.89 and average FSIM obtained is 0.95. Similarly, average PSNR obtained is 18.69.

The result analysis shows that the developed DECE significantly outperforms better as compared to existing work
about 27% with respect to FSIM. Similarly, the proposed methodology outperforms about 15% better PSNR
value with respect to existing work.
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